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Abstract

The problem of power exhaust in the future experimental thermonuclear fusion reactors, such as ITER and

DEMO, necessitates operation regimes that can avoid extreme heat fluxes onto plasma-facing components.

One promising regime is the X-point radiator (XPR), a cold, dense, and highly radiative plasma region that

forms above the X-point of the single-null magnetic configuration in a tokamak plasma.

This thesis presents axisymmetric (2D) simulations of the XPR regime using the non-linear magnetohydro-

dynamic (MHD) code, JOREK, extended with a kinetic particle framework for neutral deuterium particles

and impurities. The simulations explore the relationship between the XPR formation and phenomena like

high-field-side high-density (HFSHD) formation and complete detachment. After a quasi-stationary XPR

solution is achieved, various nitrogen seeding rates are tested to investigate the physical properties and

stability of different XPR solutions.

Beside the quasi-stationary solution, this thesis presents two other simulations, one with the XPR moving

vertically upwards and eventually turning into an unstable solution (MARFE) and the other with the XPR

moving vertically downwards and eventually being lost. The two simulations show JOREK’s capability of

simulating time-varying XPR solution, and the analysis suggests sequences of physical effects that lead to

the development of the XPR in these simulations.

The simulations presented in this thesis provide a solid baseline for future developments, particularly the

transition to 3D simulations, so the MHD activities and their interaction with the XPR can be studied.
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1 Introduction

1.1 Nuclear Fusion

Nuclear fusion is a process of combining two light nuclei into a heavier one. As the mass of the resulting

nucleus is smaller than that of the combination of the starting ones, energy is released according to Einstein’s

mass-energy equation. Being able to control such process and harness fusion power is the ultimate goal in

the field of fusion research. However, for both positively charged nuclei to fuse, they must be heated

to extremely high temperature, namely having high kinetic energy, to overcome the Coulomb barrier and

achieve large fusion reaction rate, which should be maximized for a commercial power plant. Currently, the

most technologically feasible fusion reaction involves a deuterium and a tritium nucleus (D-T), as shown in

(1.1), which has the highest reaction rates out of all the reactions at the order of 10 keV 1 [39].

D + T → 4He (3.5 MeV) + n (14.1 MeV) (1.1)

Figure 1.1: Reaction rates for different fusion reactions at ion temperature from 1 to 100 keV [39].

For stable power generation, the temperature of the D-T plasma should be self-sustained, namely maintained

by the energy carried by the Helium nuclei, and no external heating is needed. Such a state of operation is

called ignition, for which the product of density (n), temperature (T ) and energy confinement time (τE)

needs to exceed a certain value. This is known as the Lawson criterion [23], as shown in (1.2).

11eV ≈ 11600K
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1 Introduction

nTτE > 3× 1021 m−3 · keV · s (1.2)

To design fusion reactors, there are two main directions for plasma confinement: inertial confinement and

magnetic confinement. The latter involves using a strong magnetic field to confine the fully-ionized gases

along the field lines, which is the underlying principle for the fusion devices mentioned in this thesis.

1.2 Magnetic Confinement & Tokamaks

For magnetic confinement fusion (MCF) devices, there are mainly two concepts: tokamaks and stellarators.

A tokamak has an axisymmetric geometry of a torus, as shown in figure 1.2, and its magnetic field has

two main components: the toroidal field B⃗t and the poloidal field B⃗θ. B⃗t is generated by the toroidal field

coils around the torus, and B⃗θ is generated by the poloidal field coils and the toroidal plasma current Ip,

where the latter is induced by the transformer coil at the center of the torus. Additionally, the vertical field

coils create a field for plasma shaping and stability [39]. Combining these fields creates a helical B⃗. Since

particles to the lowest order follow magnetic field lines, cross-field transport is low such that the plasma can

be confined.

Figure 1.2: Scheme of the tokamak concept, adapted from figure 1.2 in [29].

On the other hand, a stellarator generates both B⃗t and B⃗θ with the magnetic field coils and does not require

a plasma current. In contrary to a tokamak, it is not an axisymmetric device. Stellarators are not within the

scope of this thesis, so further details on them are not discussed.

The necessity of B⃗θ comes from particle drifts. The shape of a torus helps to avoid end losses as one expects

in a linear device, but then the toroidal field strength Bt is proportional to 1/R due to Ampère’s law, with R

being the major radius of the torus. This gradient of toroidal field strength and the curvature of toroidal field

cause a particle drift in the direction of B⃗ × ▽⃗B (∇B-drift) for ions and the opposite for electrons, and the

resulting charge separation creates a vertical electric field and eventually an E⃗×B⃗ drift outward, sabotaging

the confinement. Therefore, B⃗θ is needed to allow a current along the helical field lines to short-circuit the
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1 Introduction

charge separation. Such current is called the Pfirsch-Schlüter current, and it is one of the essential building

blocks for the tokamak concepts [39].

1.3 Magnetic Configuration

The magnetic configuration of a tokamak can be illustrated by the magnetic flux surfaces, which are nested

layer-by-layer within the torus. On a given magnetic flux surface, the magnetic field lines wind helically and

the plasma pressure stays constant. This is explained by the equilibrium condition (1.3), which requires the

magnetic force to balance the plasma pressure force. From the equilibrium condition, the constant pressure

along the field lines, hence constant on the flux surface, can also be explained (1.4), and any parallel pressure

gradient is removed by the fast parallel (along B⃗) transport of the plasma [39].

j⃗ × B⃗ = ▽⃗p (1.3)

B⃗ · ▽⃗p = 0 (1.4)

Figure 1.3: Poloidal cross section of flux surfaces in a lower single-null (SN) configuration in AUG, adapted

from figure 1.3 in [29].

Figure 1.3 shows the poloidal cross-section of a magnetic configuration called the lower single-null (SN)

divertor configuration in the ASDEX Upgrade (AUG) tokamak. In this configuration, additional coils below

the divertors create a null point for the poloidal magnetic field, called the X-point. The separatrix separates

the confined region and the scrape-off -layer (SOL). The confined region consists of closed flux surfaces

that are not magnetically connected to the plasma facing components (PFC). In contrast, the SOL consists

3



1 Introduction

of open flux surfaces that are magnetically connected to the divertors or the PFC, meaning any plasma that

escapes the confined region can travel along the field lines from the upstream SOL to the divertors, via a

connection length Lc typically around 50 m in AUG.

The inner and outer divertor targets (IT/OT) are located on the high-field-side (HFS) and low-field-side

(LFS), respectively, where HFS refers to the side closer to the center of the torus and with higher magnetic

field strength (Bt ∝ 1/R), and vice versa. The separatrix intersects with both targets at the strike points,

and the strike lines separate the SOL and the private flux region (PFR), which consists of open flux

surfaces and is below the x-point in a lower SN configuration.

The upstream location is defined at the height of the magnetic axis, typically for SOL and closed flux sur-

faces near the separatrix. This location is also called the inboard midplane (IMP) or outboard midplane

(OMP), depending on whether it is on the HFS or LFS, respectively. Especially on the OMP, the plasma

profiles are often used for analysis due to the alignment of diagnostics.

1.4 High Confinement Mode

For different levels of confinement in tokamak operations, the operation regimes are categorized into the low

confinement mode (L-mode) and the high confinement mode (H-mode). The H-mode was discovered in the

ASDEX tokamak and was found to have an increased energy confinement time by a factor of two comparing

to the L-mode [38]. When the heating power exceeds a threshold, the plasma abruptly transitions from L-

mode to the H-mode regime. Although detailed mechanisms for such transition are not yet fully understood,

the main reasoning for the L-H transition is often referred to the creating of a strong E×B shear flow in the

plasma edge. Such shear flow reduces turbulent transport, which is the main contributor to plasma escaping

the confined region in L-mode, so its location is also called the edge transport barrier, as shown in figure

1.4.

Figure 1.4: Typical OMP plasma pressure profiles in H-mode and L-mode, adapted from Box 1 figure b in

[14].

The transport barrier helps to build up a large pressure gradient right inside the separatrix, and this region
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1 Introduction

is called the pedestal, a feature in H-mode that allows the plasma core to develop higher temperature and

density. After discovery, the H-mode has been realized in other tokamaks and has become the standard

operation regime due to the enhanced confinement performance. Additionally, there exists the I-mode and

more detailed classification of the H-mode, but only the standard H-mode is discussed in this thesis.

In a standard H-mode regime, as the plasma pressure at the pedestal top builds up, an increased pressure gra-

dient in the plasma edge can lead to magnetohydrodynamic (MHD) instabilities, which relaxes the pedestal

pressure as shown the dashed line in figure 1.4. Such relaxation takes place in hundreds of microseconds up

to a few milliseconds and is called an edge localized mode (ELM) [40]. It repetitively causes the plasma

to escape confinement and enter the SOL, increasing the particle and heat loads onto the divertor targets.

1.5 Power Exhaust Problem in Future Reactors

As larger fusion reactors are being designed and built to reach the ignition condition, such as ITER and

DEMO, the heat flux due to large ELMs (such as type-I ELMs [40]) could exceed the peak heat flux limit

of the divertor targets (5 MW/m2) and erode the tungsten. Therefore, for ITER [9], DEMO [41] and other

power-plant relevant fusion reactors, ELMs are dangerous and have to be avoided. Furthermore, even in

the absence of such large transient event, there has to be a reliable mechanism for the plasma escaping

confinement to exhaust its energy before reaching the divertor targets [11]. Namely a detached regime,

where the heat flux and particle flux onto the divertors are greatly reduced, will need to be maintained

during a continuous operation of a reactor plasma [30]. Further details on the process of detachment are

described in section section 2.1.2.

1.6 The X-point Radiator & Research Questions for the Thesis

This thesis is focused on one of the potential solutions to the power exhaust problem: The X-point radiator

(XPR). The XPR is a plasma volume located above the x-point inside the confined region that is cold, dense

and highly radiative. Such properties allow it to buffer the heat exhaust and protect the PFC. Therefore,

the XPR regime is inherently detached and can even be controlled to reach an ELM-suppressed regime [2].

The theory for the physics and the experimental observation of the XPR regime are discussed further in

chapter 2.

The aim of the thesis project is to conduct axisymmetric (2D) simulations of the XPR using the MHD code

JOREK [17] with its kinetic particle extension for neutrals and impurities [20]. Further details about JOREK

are given in chapter 3. Essentially, the simulations aim to answer the following research questions:

• How does XPR formation relate to other phenomena, such as high-field-side high-density formation

and detachment, that also heavily involve neutral particle physics?

• What are the main mechanisms that drive the vertical development of the XPR?

• Can time evolutions into and out of the XPR regime be simulated?
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1 Introduction

• What are the physical properties of an unstable XPR?

In chapter 4, the XPR formation is demonstrated, with the high-field-side high-density formation and de-

tachment both present in the same simulation. Then the XPR solution is maintained quasi-stationary in

order to study its physical properties.

At a certain time point of the quasi-stationary solution, the input parameters of the simulation are varied,

and two other solutions branch out. One leads to a strongly developing XPR, for studying the stability of

the solution. The other one leads to a gradually lost XPR, for studying the physical mechanisms behind a

retreating XPR. In chapter 5, the analysis on the two other solutions is presented.

Lastly, the conclusion summarizes the findings and provides an outlook on the potential future work that

can be extended from this thesis project.

6



2 The X-point Radiator Regime

2.1 The Effects of Gas Puffing

In AUG, gases can be directly puffed from the private flux region (PFR) or the outer midplane (OMP), as

shown in figure 2.1. In this thesis, the relevant gases are deuterium and nitrogen. In the case of deuterium

being the main plasma species, the puffed deuterium builds up density, so the rate of deuterium fueling is

called the "fueling rate" with the unit e−/s. Nitrogen is an impurity that effectively cools the divertor and

leads to detachment [19]. The rate of nitrogen seeding is also expressed with the same unit e−/s 1 as the

unit.

Figure 2.1: Gas valve locations for puffing different types of gasses with the magnetic configuration and the

lines of sight (LOS) of divertor spectroscopy, adapted from figure 2 (a) in [15].

2.1.1 High-field-side high-density formation

One effect from the deuterium gas fueling is the formation of the high-field-side high-density (HFSHD)

front, which is an effect of increased plasma density at the HFS scrape-off-layer (SOL), both near the

1The unit e−/s is used for both fueling and seeding rates so that the two quantities can be in the same order of magnitude, allowing

easier comparison in the same plot. If were to convert to atoms/s, the seeding rate would need to be divided by 7, the atomic

number of nitrogen.
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2 The X-point Radiator Regime

HFS target and upstream at the inner midplane (IMP). HFSHD formation happens when there is magnetic

connection between HFS and LFS SOL, namely between the primary and secondary separatrices, as shown

in figure 2.2 [13].

Figure 2.2: Illustration of SOL that are connected (orange) or disconnected (green) between HFS and LFS,

adapted from figure 3 in [13].

2.1.2 Detachment

Impurities can more rapidly dissipate heat via line radiation than deuterium can, so introducing nitrogen

seeding can lead to complete detachment. To briefly describe the stages of detachment, a divertor target

gets partially detached before getting completely detached. As a divertor target is partially detached, the

temperature at the target and the ion flux onto the target are reduced, and the parallel pressure along the

SOL is reduced near the strike point. As a divertor target is completely detached, the profiles of temperature

and ion flux are strongly flattened along the target, and the parallel pressure gradient develops larger and

further upstream [30]. Such description can be used for the detachment of both H-mode and L-mode plasma

[31].

Additionally, in a lower single-null configuration with the ion ∇B-drift pointing from the plasma core to

the x-point, the inner target (IT) gets detached before the outer target (OT) does [31]. This asymmetry of

degree of detachment is due to plasma drifts [21], which is shown in figure 2.3. Further details on plasma

drifts are given in section section 2.2.1. Lastly, upon complete detachment on both targets, the HFSHD also

disappears [5].

To sum up, the process of detachment can be described as such: HFSHD formation & partially detached IT

7→ completely detached IT 7→ partially detached OT 7→ completely detached OT & loss of HFSHD front.
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2 The X-point Radiator Regime

Figure 2.3: 2D plot of electron density ne in a JOREK simulation for detachment with (left) and without

(right) plasma drifts, adapted from figure 16 in [21].

2.1.3 X-point radiator formation

In a state of pronounced detachment, the regions of strong impurity line radiation can move from the divertor

targets to the vicinity of the x-point, which corresponds to the formation of the X-point radiator (XPR).

The XPR exists inside the confined region and can develop further inward [2]. Such development and

XPR control are discussed further in section 2.4. Figure 2.4 shows AUG discharge #29383 with nitrogen

seeding and compares the radiative power density (Prad) between a time window without (1.85 s) and

with (3.90 s) an XPR. XPR formation also corresponds to an increase of the total radiative power fraction

(frad = Prad,tot/Pheat) from 50 ∼ 60 % to 80 ∼ 90 % in this discharge, with NIII and Balmer line radiation

dominating in the XPR region [31]. Additionally, for AUG, the phenomenon of XPR can be consistently

reproduced in discharges that reach a detached condition with nitrogen, whilst the total heating power is

varied over a wide range (2.5 MW ≤ Pheat ≤ 20 MW) [2].

Figure 2.4: Tomography of bolometer measurements before (1.85 s) and after (3.90 s) nitrogen seeding with

the indication of separatrix from magnetic reconstruction, adapted from figure 6 in [31].

An XPR is related to another phenomenon called multifaceted asymmetric radiation from the edge (MARFE)
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2 The X-point Radiator Regime

[24]. Both are toroidally symmetric highly radiative regions. The toroidal symmetry of an XPR is shown

by the visible light camera image in figure 2.5. Additionally, they are both strong power sinks, and their

development can be explained by radiation condensation, which is a process of strong radiation leading to a

local decrease in the plasma temperature and an increase in plasma density to maintain the pressure balance

[10]. The major difference between XPR and MARFE is that an XPR can be kept stable, whilst a pressure

hole can form inside a MARFE, which then drifts further into the plasma core and causes disruptions [2].

However, if an XPR is not kept in the stable regime, it can still turn into a MARFE. The detailed description

of such development is discussed in section 2.3.3.

Figure 2.5: Visible light camera image of an XPR in AUG discharge (#40007) at 3.4 s, showing the blue

light above the x-point mainly from N2+ and the red light of Balmer radiation at the divertor

legs, adapted from figure 1 in [3].

2.2 Impurity Transport

As nitrogen particles are introduced to the system from the private flux region (PFR) and get ionized into

any given charge state, they are subject to magnetic confinement along the magnetic field lines like the back-

ground plasma (ionized deuterium) is. However, there exist three dominant mechanisms responsible for the

cross-field transport of impurities: the E×B drift, collisional neoclassical transport and in the axisymmetric

mean field, the transport induced by 3D instabilities. With such transport mechanisms, impurities can travel

across the separatrix and dilute the main plasma. On one hand, this then leads to the formation of the XPR

and helps with the power exhaust problem. On the other hand, an increased impurity concentration in the

main plasma can lead to a degradation of energy confinement in the plasma edge and core [2].

2.2.1 E ×B drift

As shown in equation (2.1), an electric field perpendicular to the magnetic field lines causes both positively

and negatively charged particles to drift in the E⃗ × B⃗ directions.

v⃗E×B =
E⃗ × B⃗

B2
(2.1)

10



2 The X-point Radiator Regime

Such cross-field transport can be either along or perpendicular to flux surfaces. Namely a radial (i.e. along

the minor radius) electric field (Er) creates a poloidal drift and a poloidal electric field (Eθ) creates a radial

drift. For example, in an XPR simulation with the 2D transport code SOLPS-ITER [28], the poloidal

component Eθ points outward from the x-point and the radial component Er is large in the highly ionizing

region, as shown in figure 2.6.

Figure 2.6: 2D plot of electric potential in a SOLPS-ITER XPR simulation (direction of B⃗ is out of plane/

∇B-drift points from plasma core towards the x-point/ favorable configuration), adapted from

figure 11 (f) in [28].

Eθ creates the drift around the x-point, responsible for transporting the nitrogen from the PFR to HFS SOL,

then towards the XPR region. The potential hill at the x-point relates to currents leaving the x-point that are

driven by ∇B-drift [32].

On the other hand, Er creates the poloidal drift that is responsible for transporting the nitrogen in the XPR

region further upstream on the HFS. The potential well relates to the locally strong ionization [28].

2.2.2 Collisional neoclassical transport

In the classical transport theory, perpendicular transport is dominated by small-angle Coulomb collisions

between ions and is only influenced by local quantities. In the neoclassical transport theory, the global

geometry of the inhomogeneous and curved magnetic field lines is taken into account and found to be

strongly influential to perpendicular transport [1]. In the context of impurity transport, the nitrogen ions

can have collisions among themselves or with the deuterium ions, enhancing the cross-field transport. This

effect helps the nitrogen ions to diffuse from the PFR to the SOL, crossing the separatrix and entering the
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2 The X-point Radiator Regime

confined region.

The detailed neoclassical transport theory is not further discussed as it is not the focus of the thesis, but how

this effect is modeled is discussed in section 3.2.

2.3 XPR model

A reduced model for XPR formation [35] can be derived by analyzing the power balance within a simplified

geometry, which includes the XPR region and the flux tube that connects it to upstream on the LFS. Detailed

information about the flux tube geometry is introduced in section 2.3.1. The power balance between parallel

heat conduction into the XPR region and the power losses via atomic processes is used to derive the access

parameter of the XPR, which is discussed in section 2.3.2. Lastly, by considering recombination in the cold

XPR core, the particle balance between the parallel particle transport and recombination losses is used to

derive the MARFE occurrence parameter, which is discussed in section 2.3.3.

2.3.1 Simplified geometry for the flux tube analysis

Figure 2.7: Left: geometry of the flux tube and the XPR volume. Right: simplified geometry for power and

particle balances, adapted from figure 1 in [35].

Figure 2.7 shows the geometry of the reduced model. The red region is defined as the XPR volume, and

the flux surface marked in blue is the upper bound of the XPR. Between the flux surface and separatrix,

the flux tube is assumed to have a constant width of ∆ru and a length of the connection length Lc, and the

XPR volume VX is calculated with equation (2.2), where R0 is the major radius at the XPR, ∆hX is the

horizontal extension of the XPR and the radial extension ∆rX can be calculated from the flux expansion

fexp = ∆rX/∆ru.
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2 The X-point Radiator Regime

In the next sections, the following geometric parameters are used for a typical XPR in AUG: ∆ru = 1 mm,

Lc = 20 m, R0 = 1.65 m, fexp = 25 and ∆hX = 5 cm. The resulting XPR volume is VX ≈ 0.013 m3.

VX is then used for the calculation of volumetric processes (ionization, recombination, charge exchange and

impurity line radiation) [35].

VX = 2πR0∆hX∆rufexp (2.2)

Additionally, the effective poloidal area of the XPR, Aθ, is calculated with equation (2.3), where the mag-

netic pitch angle αu is estimated with safety factor qs = Bφa/BθR0 in equation (2.4). The resulting poloidal

area is Aθ ≈ 0.00104 m2. Aθ is then used for the calculation of parallel particle and power flux from the

flux tube into the XPR [35].

Aθ = 2πR0∆ru sinαu (2.3)

sinαu =
Bθ

B
≈ Bθ

Bφ
≈ a

R0qs
(2.4)

2.3.2 XPR access condition

The following assumptions are made for the power balance within the flux-tube-XPR system [35]:

• The upstream quantities are fixed.

• Parallel heat conduction q∥ from upstream to XPR is the only heat source for the XPR volume and is

constant.

• Only electron heat conduction is taken into account as the ion heat conductivity is about 60 times

lower than that of electrons due to the electron-ion mass ratio.

• Radial heat flux from the core qr through the flux tube maintains the upstream electron temperature.

• Three volumetric processes serve as power sink in the XPR volume: electron-impact ionization of

neutral deuterium, charge exchange (CX) processes and impurity line radiation [33].

• Radial transport in the XPR is neglected.

• In the XPR volume, ion and electron temperatures are identical (Ti,X = Te,X = TX ).

• In the XPR volume, coronal equilibrium is assumed.

As shown in figure 2.8, electron-impact ionization of deuterium neutrals and CX between deuterium ions

and neutrals are firstly responsible for cooling the XPR down to TX ≈ 20 eV, where nitrogen line radiation

becomes dominant and further cools it down to around 1eV .
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2 The X-point Radiator Regime

Figure 2.8: (a) Line radiation curve for nitrogen and (b) rate coefficients for electron-impact ionization and

CX processes for deuterium, adapted from figure 2 in [35].

The power source and sink terms for the XPR are estimated for electron parallel heat conduction (2.5),

electron-impact ionization (2.6), CX processes (2.7) and nitrogen line radiation excitation (2.8) according to

[35]. In the equations, κ̂e = 1820 W(eV7/2 m)−1 from equation (16.10) in [34]. Tu ≈ (Te,u + Ti,u) /2 and

nu are the upstream temperature and density, respectively. For the quantities in the XPR volume, n0 is the

neutral deuterium density. nX is the deuterium ion density, cN is the nitrogen concentration and LN (Te,X)

is the emission coefficient [26] for nitrogen line radiation depending on the local electron temperature. Also,

nX can be calculated from the kinetic pressure (pkin = niTi + neTe) being constant along the flux tube,

resulting in equation (2.9).

Pcond,e = Aθq∥ ≈ Aθ
2κ̂e
7Lc

T
7
2
u (2.5)

Pion ≈ 2 ⟨σv⟩ion nun0TuVX (2.6)

Pcx ≈ ⟨σv⟩cx nun0TuVX (2.7)

Prad = LN (Te,X)n2
XcNVX ∼ n2

XcNfexp (2.8)

nX =
Te,u + Ti,u

Te,X + Ti,X
nu (2.9)

Given the following parameters typical for AUG: nu = 6 × 1019 m−3, Tu = 110 eV, n0 = 1017 m−3

and cN = 1 %, the power source and sink terms are shown in figure 2.9 (a). The intersections of total

power loss and heat conduction make three solutions to the power balance. Of the stable solutions, one is

high-temperature (≈ 80 eV) and the dominant power loss mechanisms are ionization and CX. The other is

low-temperature (≈ 1 eV) and the dominant power loss mechanism is nitrogen line radiation. The latter
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2 The X-point Radiator Regime

indicates the formation of an XPR [35]. In the unstable solution (≈ 20 eV), any change of local temperature

leads to a bifurcation towards either the high-temperature or low-temperature solution.

In figure 2.9 (b), the residuum of the power balance (2.10) is calculated for n0 = 3 × 1017 m−3, 1017 m−3

and 1016 m−3. As ionization and CX power losses both scale with n0, the increase of neutral density causes

the high-temperature solution to eventually vanish, and the only remaining stable solution is the XPR. This

indicates that n0 is the key parameter regarding XPR formation [35].

Pres = Prad + Pion + Pcx − Pcond,e (2.10)

Figure 2.9: (a) Power source and sink terms with respect to electron temperature in the XPR. The total power

loss intersects with heat conduction and forms one high-temperature, one unstable and one low-

temperature solution (b) Residuum power Pres with various values of n0, adapted from figure 3

in [35].

Since Prad is negligible for the high-temperature solution, the access condition for the XPR solution can

then be derived from the criterion Pion + Pcx > Pcond,e, and the resulting scaling expression of the XPR

access parameter XA is shown as equation (2.11) [35].

XA ∼ R2
0q

2
sfexp
a

nun0

T
5
2
u

(2.11)

2.3.3 MARFE occurrence parameter

For the stability of XPR, namely if it develops into a MARFE, the low-temperature solution is studied. The

particle balance in the XPR volume is thus analyzed with the conditions of the cold and strongly radiating

XPR core:

• At the typical XPR temperature TX ≈ 1 eV, the dominant mechanism for the particle sink is recom-

bination.
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2 The X-point Radiator Regime

• Only parallel particle transport from upstream is considered as the particle source in the XPR core.

Radial transport is assumed to be much weaker than parallel transport.

• For parallel transport, convection with ion sound speed is assumed. Additionally, entering the cold

plasma volume, supersonic flows can be present [12], but this is not taken into account in the model.

• Ionization is also neglected as the temperature is very low in the XPR core. However, an extension to

the model could be to include the ionization source outside the XPR core [35].

• Kinetic pressure pkin does not stay constant along the flux surface through the XPR core.

• Total pressure ptot = pkin + pdyn should be considered, with pdyn = miniv
2
∥ being the dynamic

pressure from the parallel flow v∥.

The particle source and sink terms for the XPR core are calculated for parallel transport (2.12) and recom-

bination rate (2.13). If the particle balance can be maintained (Γin = Γrec), ptot remains constant along the

flux surface through the XPR core (2nXTX +minXv2∥ = 2nuTu). Assuming the ion sound speed being the

parallel flow velocity (v∥ = cs,i = (2TX/mi)
1/2) in the XPR core, no friction between plasma flow in the

ionization region and no viscous effects, the total pressure balance leads to equation (2.14) [33], relating the

upstream and XPR quantities 2.

Γin = AθcsnX (2.12)

Γrec = n2
X ⟨σv⟩rec VX (2.13)

nX =
Tu

2TX
nu (2.14)

If the particle balance cannot be maintained (Γrec > Γin), conservation of ptot along the flux surface is

broken, and a pressure hole in the XPR core develops. Due to the diamagnetic effect, the pressure hole drifts

towards the HFS, in contrast to a plasma blob in the SOL, which drifts towards the opposite direction [35].

Such a transition to the non-stationary pressure hole can be characterized as the development from a stable

XPR solution to a MARFE. Combining equations (2.12), (2.13), (2.14), and assuming Tu = Ti,u = Te,u,

the inequality Γrec > Γin leads to (2.15), which can be used to calculate the TX under which a MARFE

develops.

⟨σv⟩rec (TX)

T
3/2
X

>

√
2

mi

Aθ

VX

2

nuTu
(2.15)

In the low-temperature solution, the power balance is between the impurity line radiation power (2.8) and the

conducted power (2.5), as ionization and CX losses are weak in such low temperature. Assuming TX ≪ Tu

and using (2.9), equation (Prad = Pcond,e) leads to (2.16), which can be used to calculate TX .

Lz (TX)

T 2
X

=
T
3/2
u

n2
u

2κ̂eAθ

7LcVX

4

cimp
(2.16)

2Note that (2.14) differs from (2.9). The latter is derived from the conservation of kinetic pressure.
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2 The X-point Radiator Regime

Combining equations (2.15) and (2.16), the scaling expression for the MARFE occurrence parameter is

derived as (2.17). Given a fixed magnetic geometry and upstream parameters, MA scales with cimp, meaning

that the increase in impurity concentration in the XPR volume reduces TX until the XPR core is cold enough

to turn into a MARFE.

MA =
R3

0

a2

√
mi

Tu
n3
uq

3
sf

2
expcimp (2.17)

2.4 XPR Control & ELM Suppressed Regime

Experimentally, the development of XPR, in terms of vertical position with respect to the x-point, can be

controlled by two physical parameters: total heating power and impurity seeding rate [2]. The top two plots

in figure 2.10 show a strong correlation between the nitrogen seeding rate and the XPR position, and the

nitrogen seeding rate can be feedback controlled in order to develop the XPR position to the pre-set value.

As the XPR can be controlled up to 10 cm above the x-point in AUG experiments, the total radiated power

fraction frad = Prad,tot/Ptot increases to about 100 %, meaning that less power needs to be exhausted at

the divertor targets, which is a great feature of the XPR regime for the power exhaust problem. Furthermore,

in AUG discharge #36655, it is observed that ELMs disappear when the XPR position is around 7 cm above

the x-point [2], which is the time frame marked green in the upper plot of figure 2.10.

Figure 2.10: XPR control for AUG discharge #36655 with N seeding rate feedback-controlled by real-time

measurements of XPR position. The bottom plot shows the total heating power Ptot and to-

tal radiated power Prad,tot, and the ELM-suppressed regime is marked green in the top plot,

adapted from figure 5 in [2].
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3 The JOREK Code

3.1 Reduced MHD Model

JOREK is a non-linear extended MHD code for simulating fusion plasmas in a realistic Tokamak geometry

[7, 16–18], with various extensions currently being developed. JOREK can be used to study large-scale

plasma instabilities, particularly focusing on modeling plasma edge phenomena, SOL physics and disrup-

tions. Additionally, with the kinetic particle framework, a simplified JOREK XPR simulation has been

firstly attempted and achieved [36]. For the purpose of this thesis, details regarding the full MHD model,

the technicalities and different extensions are not explained and the reader is referred to [16, 17, 20, 37].

Instead, only the relevant model with features and extensions used within the scope of the thesis project are

listed below and elaborated:

• Reduced MHD model with single temperature (Ti = Te) and diamagnetic extension.

• Perfectly conducting wall boundary condition.

• Grid-to-wall extension.

• Kinetic neutrals and impurities framework (discussed in section 3.2).

Figure 3.1: Physical variables in the JOREK reduced MHD model, adapted from Table 1 in [17].

An ansatz-based approach for the reduced MHD model is used in JOREK, which neglects changes in B⃗ϕ

and assumes that the time-dependent part of magnetic vector potential A⃗ is dominated by the toroidal com-

ponent, leading to the ansatz for the magnetic field (3.1), with the normalized toroidal basis vector e⃗ϕ. By

approximating B⃗ϕ with the vacuum toroidal field F0/R, meaning a constant F0 instead of F (Ψ) is used,

toroidal field compression is neglected, which usually only matters for internal kink studies [27], and fast

magnetosonic waves are eliminated. Furthermore, the magnetic vector potential can then be defined by one
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3 The JOREK Code

scalar function (Ψ) [17].

B⃗ =
F0

R
e⃗ϕ +

1

R
▽⃗Ψ× e⃗ϕ ⇒ A⃗ = Ψ▽⃗ϕ (3.1)

From (3.1), velocity can then be approximated as (3.2), where δ∗ = mi/
(
eF0

√
µ0n0mi

)
is the diamagnetic

coefficient. This approximation includes the E×B drift velocity v⃗E×B , ion diamagnetic drift velocity v⃗dia,i

and flows along the magnetic field lines v⃗∥. Also, the velocity field can be defined by two scalar functions

(u and v∥) [17].

v⃗ = v⃗E×B + v⃗dia,i + v⃗∥ = −R▽⃗u× e⃗ϕ − δ∗R
▽⃗ (ρTi)

ρ
× e⃗ϕ + v∥B⃗ (3.2)

Using only three variables to define A⃗ and v⃗, the reduced model requires less computational cost and allows

larger simulation time steps comparing to the full MHD model. The typical temporal resolution is of the

same order of magnitude of the Alfvén time tA = a
√
µ0n0mi/B0 (∼ µs) 1. For the simulations shown in

this thesis, the time is normalized to ∆tfluid = 2.2786 µs.

Figure 3.2: Flux-aligned grid with grid-to-wall extension to the ASDEX Upgrade first wall.

For the spatial discretization, JOREK solves the equations on a 2D Bézier finite element grid on the poloidal

plane, combined with a toroidal Fourier expansion [7, 17] 2. In the beginning of a simulation, a polar grid is

1µ0 is the vacuum permittivity; n0 and B0 are the plasma number density and magnetic field strength at the plasma center,

respectfully.
2Only axisymmetric (2D) simulations are shown in this thesis. The toroidal Fourier harmonics with specified mode numbers are

required for studying instabilties, which is beyond the scope of the project.
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3 The JOREK Code

used to solve the Grad-Shafranov equilibrium, which is used to generate a flux-aligned grid with the x-point

geometry. Figure 3.2 shows an ASDEX Upgrade setup for which the flux aligned grid is extended to the

first wall (FW), including the far SOL region in the computational domain. The FW is assumed perfectly

conducting, meaning Ψ and j are fixed at the computational boundary.

3.2 The JOREK Kinetic Particle Framework

Coupled to the base reduced MHD model, the kinetic particle framework is used to model neutral particles

and impurities [37]. In this framework, particles are pushed with the Boris method [4] through the back-

ground electric field and magnetic field, gyrating due to Lorentz force if they are charged, and the full orbits

are followed in real space (R,Z,ϕ) coordinates with correction for the toroidal geometry [8].

The particle framework tracks the computational particles (superparticles) with the Monte-Carlo method,

and a full-f approach is followed. For further details of the framework, the reader is referred to [37]. For

either neutrals or impurities, each superparticle carries all necessary quantities: weight, position, mass of

the species, velocity and charge state 3, and the number of superparticle (n_particles) can typically be kept

at around 107. For the simulation shown in this thesis, a maximum of 2 × 107 is set for n_particles. Then

superparticles of the same species belong to a group, which contains the mass of the species and the list

of superparticles. Figure 3.3 shows a flowchart of the particle loop and how it is two-way coupled to the

background MHD field. In the particle loop, the atomic physics for both species is calculated with the

reaction rate coefficients [26] included in the framework.

Figure 3.3: Flowchart for the particle loop within one MHD (fluid) time step ∆tfluid, adapted from figure

2.3 in [20].

3All charge states for impurities are modeled in the framework.
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3 The JOREK Code

Before entering the particle loop, the time-integrated particle physics includes gas puffing, recombination

and recycling (reflection) 4, which is calculated per fluid time step (∆tfluid = 2.2786 µs for the simulation

shown in this thesis). In the particle loop, the atomic physics, including ionization, CX and line radiation 5,

is calculated per particle time step (∆tparticle = 20 ns), and each particle’s position and velocity are updated

with the same time resolution. After the particle loop, the feedback is integrated and projected back to the

background plasma, such as the density source from ionization and power loss from the atomic physics.

Within one ∆tparticle, small-angle Coulomb collisions between impurities and the background plasma 6 are

calculated with even finer time resolution (∆tcoll = 0.4 ns), and the neoclassical impurity transport appears

as a collective effect due to such binary collisions. For the collisional operator, the velocity distribution of

the background plasma is assumed to be a Maxwellian shifted by the local plasma flow [22].

To sum up, the particle framework, with the atomic physics and binary collisions, has the necessary elements

to simulate the XPR and the impurity transport, and the coupling to the reduced MHD model can lead to

the investigation of the MHD property and even instabilities in the XPR regime. However, the following

elements are currently not included: neutral-neutral collisions, molecular physics and pumping as a loss

mechanism for the gasses (check figure 3 in [6]). Also, in the MHD model, Ti = Te is assumed in this

thesis, which is not always sufficient for pedestal or SOL studies [25]. Therefore, the particle framework

can still be expanded to include these mechanisms and coupling to the two temperature models.

4Recycling refers to the plasma interacting with the boundary and returning to the computational domain as neutrals; reflection

refers to neutrals reaching the boundary and getting reflected back.
5Line radiation due to excitation is not resolved in the code, but the effective radiated power is calculated for the given background

ne and Te, with electrons from impurities included in ne [21].
6Neutral-neutral collisions are not yet included in the model.
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4 Simulation Results: Towards a Stationary
XPR Solution

4.1 Simulation Setup

The simulation is set up with the magnetic equilibrium and plasma condition of AUG H-mode discharge

#38773 at 3.65s. In this discharge, a varying XPR vertical position was tested. Figure 4.1 shows the

discharge parameters over time. The plasma current remained constant at 0.8 MA during the plateau. The

magnetic configuration was lower single-null (SN) with the toroidal field strength being 1.8 T and the ion

∇B-drift 1 pointing from the plasma core to the x-point (forward field). The power from the neutral beam

injection (NBI) and electron cyclotron resonance heating (ECRH) were 7.5 MW and 2.5 MW, respectively.

The deuterium gas fueling rate remained constant at 2 × 1022 e−/s while the nitrogen seeding rate was

feedback controlled by the preset XPR vertical position.

Figure 4.1: AUG discharge #38773 with 3.65 s marked by the black dashed line and the ELM suppressed regime marked in

orange. The plots include the time traces of (a) plasma current (b) auxiliary heating power from NBI and ECRH and

the total radiative power measured by bolometers (c) line average electron density by interferometers in plasma core

(H-1) and edge (H-5) (d) deuterium gas fueling rate and nitrogen seeding rate with the smoothed data marked in red

(e) emission measured by the AXUV diagnostic to show the appearance of ELMs (f) vertical distance between the

radiation peak in XPR and the x-point, adapted from figure 1 in [28].

1Since the gradient of magnetic field strength points inboard and leads to ion drift in the direction of B × ▽⃗B [39], the direction

of toroidal field is often given by the ion ∇B-drift direction.
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4 Simulation Results: Towards a Stationary XPR Solution

Figure 4.2 (a) shows the magnetic equilibrium that is used to generate the computational flux-aligned grid.

Figure 4.2 (b) shows the safety factor qs plotted against the poloidal magnetic flux normalized to the sepa-

ratrix value (4.1), namely Ψnorm = 0 at the magnetic axis and Ψnorm = 1 at the separatrix.

Ψnorm =
Ψ−Ψaxis

Ψsep −Ψaxis
(4.1)

(a) (b)

Figure 4.2: (a) Magnetic equilibrium of discharge #38773 at 3.65s (b) Safety factor plotted against normal-

ized poloidal flux with q95 = 3.84 indicated by the black line.

Figure 4.3 (a) shows the experimental measurement of outboard midplane (OMP) electron density ne and the

perpendicular particle transport coefficient D⊥. On the other hand, (b) shows the OMP electron temperature

Te and the perpendicular heat transport coefficient χ⊥. Both D⊥ and χ⊥ have profiles that were assumed

for this study. These profiles 2 along with the magnetic equilibrium are used as inputs 3 to the simulation

shown in this thesis.

However, it is important to note that the transport coefficients in JOREK are only for the background deu-

terium plasma. The transport of neutral particles and impurities are modeled kinetically. Also, for the

simulations shown in this thesis, D⊥ and χ⊥ are not chosen so that the resulting simulation has OMP pro-

files that match the experimental measurements. Instead, they are adjusted to maintain the OMP profiles

after the effects of the kinetic neutrals and impurities. Namely, the OMP profiles remain stationary after the

2Note that the computation domain includes the whole main plasma and extends to the plasma facing components. The plots are

done from Ψnorm = 0.8− 1.1 to emphasize the values near the separatrix.
3In JOREK, the perpendicular transport coefficients are ad hoc profiles chosen to achieve the desired plasma condition.
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4 Simulation Results: Towards a Stationary XPR Solution

XPR is developed and stabilized. Currently, finding a simulation setup, with which the OMP profiles can

match the experimental measurements, remains work in progress.

(a) (b)

Figure 4.3: From discharge #38773 at 3.65s, (a) experimental OMP electron density profile (solid) with perpendicular

particle transport coefficient (dashed) (b) experimental OMP electron temperature profile (solid) with

perpendicular heat transport coefficient (dashed) (0.12m2/s in the pedestal region).

Figure 4.4 shows the computational grid, which has higher resolution in the plasma edge, SOL and PFR,

as these are the regions of particular interest in this study. Additionally, the blue boxes mark the regions in

which neutral and impurity particles enter the simulation via gas puffing 4.

Figure 4.4: Computational flux aligned x-point grid with the regions where puffed gases enter the simulation

marked by the blue boxes.

4The puffing locations are chosen to be in the vicinity of x-point (still entirely in the PFR) in order to speed up the effects of gas

puffing on the main plasma.
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4.2 Simulation procedure

Figure 4.5: The rates of gas puffing throughout the simulations, with the D gas fueling rate (green) and N

seeding rate (orange) in the reference case. In phase 4, two other cases branch out with increased

(blue) or removed (red) N seeding.

The simulations shown in this thesis are done over 92 ms, and the procedure of conducting them is split into

four phases. In figure 4.5, the settings for D fueling rate ΓD2 and N seeding rate ΓN2 are plotted. Throughout

the simulation, the total heating power is kept constant at 10 MW in the plasma core. The main parameter

changes and the observed physical phenomena for each phase are listed below:

• Phase 1 (deuterium plasma only): Only the base reduced model of JOREK is used, and a fluid particle

source is used to maintain the density profile of the main plasma.

• Phase 2 (gas puffing ramp-up): The kinetic particle module is introduced. The fluid particle source is

turned off, and kinetic neutral D particles start to be puffed, with ΓD2 building up linearly until 2 ×
1022 e−/s within 2 ms. Afterwards, N seeding is initiated, with ΓN2 reaching 2 × 1022 e−/s within

4 ms. The recycling coefficients for D and N particles are 100 % and 98 %, respectively. In this

phase, initially the kinetic neutrals lead to the high-field-side high-density (HFSHD) front formation.

As ΓN2 reaches its maximum, the impurities lead to complete detachment and XPR formation. Also,

with XPR formation, the high density front leaves the HFS SOL and moves into the confined region.

Discussions on HFSHD, detachment and XPR formation are in section 4.3, section 4.4 and section 4.5,

respectively.

• Phase 3 (stationary XPR): In this phase, the XPR solution is stabilized and kept quasi-stationary by

maintaining the D and N content. To achieve this, the recycling coefficient for D particles is reduced

to 98 %, and ΓD2 is increased to 4.4 × 1022 e−/s. On the other hand, ΓN2 is reduced to 3.08 × 1021

e−/s. Discussion on the quasi-stationary XPR solution is in section 4.5.

• Phase 4 (XPR control): In this phase, the simulation branches out into three cases, which only differ
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4 Simulation Results: Towards a Stationary XPR Solution

by the values of ΓN2 . In the reference case, ΓN2 is kept constant at 3.08 × 1021 e−/s, and the XPR

remains quasi-stationary. In the high seeding case where ΓN2 is increased to 1.54 × 1022 e−/s, the

XPR develops further into the plasma core vertically, and the cold XPR core eventually develops into

a MARFE 5. In the retreating case where N seeding is turned off, it is observed that the XPR moves

vertically downward and is gradually lost. Discussion of the high seeding and retreating cases, in

comparison to the reference case, is shown in chapter 5.

4.3 HFSHD Formation & Loss

As mentioned in section 2.1.1 and section 2.1.2, the HFSHD front is expected to form as the kinetic neutrals

are introduced, and it should disappear as both divertor targets become completely detached. The HFSHD

locates in the SOL, both upstream at the IMP and downstream near the inner target (IT). Therefore, in this

section, the electron density ne is examined 6 at five time points during phase 2 and 3 of figure 4.5, showing

the transition from the formation to the loss of the HFSHD region.

At the upstream, figure 4.6 shows the ne profile on the IMP and OMP. At 8 ms, the ramp-up of D gas fueling

leads to a peaking in the HFS SOL, which is not present in the LFS SOL. This indicates the formation of the

HFSHD. At 11 ms, as N seeding is also ramped up, the high density in the HFS SOL broadens. At 14 ms,

the HFSHD disappears, corresponding to when the divertor targets are detached and the XPR is forming.

At 17 ms, the XPR is well developed, and ne starts to peak again, but now inside the confined region. Such

peaking is also present on the OMP.

(a) (b)

Figure 4.6: Simulation results of (a) IMP (b) OMP electron density at various time points during phase 2

and the start of phase 3. The time points within the simulation phases refer to figure 4.5.

At the downstream, figure 4.7 shows the 2D plots of ne at the same time points. At 8 ms, the high density

forms at the IT, with a strong asymmetry between the HFS and LFS. The asymmetry is due to the E × B

5The high puffing case currently cannot be run further than ∼ 67 ms due to numerical problems with very low temperature in the

XPR core.
6The electron density shown in this thesis includes the contribution from both the background D plasma and impurities.
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being in the opposite directions at the targets [21]. In figure 4.8, the E × B drift velocity v⃗E×B in the

poloidal direction is plotted at 8 ms. It is indicated that ionized particles from the OT drift downwards and

then towards the IT in the PFR. At the IT, the high density extends upwards in the drift direction, leading to

the previously shown density peaking upstream on the IMP.

Figure 4.7: 2D plots of (a) electron density and (b) impurity number density at the same given time points

as in figure 4.6.

Figure 4.8: 2D plots of electric potential with poloidal E × B drift velocity at 8 ms. The magnitude of the

E ×B velocity is indicated by the color intensity of the vectors.

At 11 ms, ne starts to increase along the IT as the IT starts to detach, corresponding to the onset state of

detachment. At 14 ms, the HFSHD is reduced both upstream and downstream as the OT starts to detach,

and the XPR starts to form as density increases slightly above the x-point, corresponding to the fluctuating

state. At 17 ms, the high density moves into the confined region as the XPR is well formed, and both targets
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are completely detached, corresponding to the complete detachment state. These three time points resemble

the three detachment states in a forward field configuration, discussed in [30]. Further discussions on the

completely detached state and the XPR are in section 4.4 and section 4.5, respectively.

4.4 Complete Detachment

The asymmetry of the E × B drift also leads to the divertor targets detach at different time point. In this

section, detachment is indicated by the flattening of the total heat flux qtot onto the divertor targets. In figure

4.9 (a), qtot onto the simulation boundary is plotted, and the plot includes the IT, the dome and the OT. At

11 ms, as the N seeding rate reaches its maximum and the impurities start to strongly radiate away the heat

flux from the upstream, the IT gets detached first, and qtot is strongly flattened. The same happens to the

OT at 14 ms, meaning a complete detachment while the XPR is forming. Additionally, in figure 4.9 (b),

the electron temperature Te is plotted at 17 ms, after the development of XPR, and it is clear that the entire

region near the targets is below 1 eV. This shows that the XPR is inherently a detached regime.

(a) (b)

Figure 4.9: (a) Total heat flux along the computation boundary from the IT to the OT at the same given time

points as in figure 4.6 and (b) 2D plot of electron temperature at 17 ms with the contours of 1

(grey), 2 (pink) and 20 (magenta) eV.

4.5 XPR formation & Quasi-stationary XPR solution

In figure 4.10 (a), the total heating power Pheat, impurity line radiation Prad,tot, charge exchange Pcx and

ionization Pion power loss are plotted for the reference case (ΓN2 = 3.08 × 1021 e−/s in phase 3 and 4).

Before introducing N seeding, charge exchange and ionization from the D neutrals are the two main power

losses. After N seeding reaches its maximum and the XPR starts to form, Prad,tot quickly increases to ≈
4 MW while Pcx and Pion reduce to < 1 MW. By the end of phase 3 (50 ms), the radiative power fraction

frad = Prad,tot/Pheat reaches 51 % 7, and the poloidal cross section of the impurity radiation power density

7Since the simulation time scale is shorter than the AUG energy confinement time scale, Pheat needs time to reach the edge from

the core. Therefore, a more accurate measure on frad would be to calculate Prad,tot/Pedge instead, where Pedge is the power

flux into the edge region of interest.
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4 Simulation Results: Towards a Stationary XPR Solution

Prad shows an upper bound at 8.5 cm above the x-point (Ψnorm = 0.985), as shown in figure 4.10 (b). In

phase 4, as ΓN2 is unchanged, the XPR in the reference case remains quasi-stationary 8, with the vertical

position unchanged and Prad,tot only marginally increased to 52 % since the D and N contents do slowly

increase over time.

(a) (b)

Figure 4.10: (a) Time evolution of total heating power, impurity line radiation, charge exchange and ioniza-

tion power loss (b) 2D plot of impurity line radiation at 50 ms, with Ψnorm = 0.985 marked as

the upper bound of the XPR. For all following plots, Ψnorm = 0.985 is used as a reference of

the vertical position above the x-point.

From figure 4.10 (b), Prad appears to extend poloidally towards the midplanes. However, the XPR is exper-

imentally observed as being poloidally localized, as shown previously in figure 2.4 [31]. It is speculated that

MHD activities can prevent the impurities from reaching so far upstream, but including the MHD activities

requires running 3D simulations, which is beyond the scope of this thesis. Therefore, the study of whether

MHD activities result in a poloidally localized XPR solution remains a subject of future work.

In the following sections, the quasi-stationary solution is further examined at 50 ms. Firstly, several number

densities (electron ne, D neutrals nD,neutral, D ions nD,ion and impurities nimp) are plotted in figure 4.11,

from which the impurity fraction cimp and Zeff are calculated and plotted in figure 4.12 (c) and (d). In figure

4.12 (a), the electron temperature Te is used to show the location of the cold XPR core, as nitrogen starts to

strongly radiate when Te reaches 20 eV. In figure 4.12 (b), the electric potential Φ is used to show the E×B

transport for the impurities, and a strong transport towards the IMP is observed, similar to the SOLPS-ITER

simulation shown in figure 2.6 [28]. Additionally, the D ionization and volumetric recombination rates

8In figure 4.10 (a), Prad,tot appears to behave in a cycle of strong oscillation and stabalization in figure 4.10 (a). This is due

to a simulation setting against numerical problems. The strongly radiative XPR core can sometimes reach low enough local

temperature (Te < 0.5 eV in this simulation) to trigger an large increase on the local χ⊥, a mechanism in JOREK to prevent the

local temperature from becoming negative and causing numerical problems. Such sudden change in χ⊥ then causes solution to

oscillate.
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4 Simulation Results: Towards a Stationary XPR Solution

are plotted in figure 4.13, showing that the ionization front locates at the upper bound of the XPR whilst

recombination occurs in the XPR core. Lastly, the XPR access parameter XA, Te, Prad and nimp are plotted

along the vertical distance above the x-point to examine the criteria of XPR formation.

4.5.1 Physical Properties of the Quasi-stationary XPR solution

Figure 4.11: 2D plots of (a) the total electron density, (b) the D ion density, (c) the D neutral density and (d)

the impurity number density at 50 ms.

Figure 4.11 shows that downstream in the XPR core, between separatrix and Ψnorm = 0.985, the plasma is

very dense. Locally, the total electron density ne ≈ 3 × 1020 m3 is four times the value as in the plasma

core. On the other hand, the D neutral density nD,neutral and the impurity number density nimp are both of

the order of magnitude of 1019 m3 in the XPR core.

Figure 4.12 (a) shows that the XPR core is very cold, with Te reduces to between 1 eV and 2 eV 9. Due to

the low temperature in the XPR volume, neutrals can travel kinetically into the confined region and remain
9For numerical reasons, impurities radiation, charge exchange and ionization are turned off at Te <1 eV. Recombination is turned

off at Te < 0.2 eV.
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4 Simulation Results: Towards a Stationary XPR Solution

in the XPR core before getting ionized at its upper bound. Additionally, the contour of Te = 20 eV appears

to match the flux surface Ψnorm = 0.985 very well, which is also the upper bound of the strongly radiative

region from figure 4.10 (b). Therefore, the contour of Te = 20 eV can be used to approximate the edge of

the XPR.

(a) (b)

(c) (d)

Figure 4.12: 2D plots of (a) electron temperature with the contours of 1 (grey), 2 (pink) and 20 (magenta) eV,

(b) electric potential with the vectors indicating the poloidal E ×B drift velocity, (c) Impurity

fraction and (d) Zeff at 50 ms.

The high densities of D ions and impurities tend to extend towards the IMP. This is due to the E × B

transport 10. In figure 4.12 (b), the electric potential Φ is plotted along with the E ×B drift velocity v⃗E×B ,

and a strong poloidal drift from the XPR core towards the IMP is present. This drift results from a potential

well in the XPR core and a thin potential hill above the XPR. This drift is similar to what is observed in the

SOLPS simulation result shown by figure 2.6 [28].

In figure 4.12 (c) and (d), the impurity fraction is calculated as cimp = nimp/ne and the Zeff is calculated

10In the simulations shown in this thesis, the E ×B transport serves as the only cross-field transport mechanism for the impurities

with any charge state. The neoclassical impurity transport mentioned in section 3.2 is not yet turned on for this simulation

setting, and the inclusion of it remains in the work in progress.
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4 Simulation Results: Towards a Stationary XPR Solution

as equation (4.2), where <Zimp> is the locally average charge state of the impurities. These plots show that

cimp saturates at ≈ 15 % in the XPR core, and Zeff remains ≈ 1 as the local temperature is not high enough

to raise the charge state of the impurities. Instead, Zeff is higher in the region above the XPR.

Zeff =
nD,ion + nimp < Zimp >

2

nD,ion + nimp < Zimp >
=

nD,ion + nimp < Zimp >
2

ne
(4.2)

(a)

(b)

Figure 4.13: 2D plots of deuterium ion (a) source from ionization and (b) sink from recombination at 50 ms.

Figure 4.13 (a) shows the rate of D ionization S+
ion, which indicates that the ionization front locates at the

upper bound of the XPR. The ionization power loss then helps to reduce Te to ≈ 20 eV, where impurity

radiation starts to take over. Figure 4.13 (b) shows the rate of D volumetric recombination, which is high in

the XPR core, where Te is below 2 eV and nD,ion is high.

To sum up, at the upper bound of the XPR, the ionization of the D neutral particles serves as an ion source

for the XPR core, and the ionization power loss is responsible for reducing Te to 20 eV, low enough for
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4 Simulation Results: Towards a Stationary XPR Solution

impurity line radiation to take over. On the other hand, in the XPR core, impurity radiation is responsible

for further reducing Te to ≈ 1 eV, and recombination occurs as a sink of D ions.

4.5.2 Analysis on Access Parameter through the XPR Core

Figure 4.14: Downstream parameters plotted against vertical position above the x-point: (red) electron tem-

perature, (blue) impurity line radiation, (magenta) impurity number density and (green) XPR

access parameter at 50 ms. The black vertical line indicates the flux surface Ψnorm = 0.985.

The blue vertical line indicates the peak of Prad. The red horizontal line indicates TX = 20 eV.

This section includes a discussion on the criteria for XPR formation. In figure 4.14, the downstream electron

temperature TX , impurity line radiation Prad, impurity number density nimp and the calculated XPR access

parameter XA are plotted from ∆Z = 2 ∼ 14 cm above the x-point. In this plot, the edge of the XPR

(Ψnorm = 0.985) is marked at ∆Z = 8.5 cm, which coincides nicely with where TX = 20 eV, same as

previously shown in figure 4.12 (a). Below ∆Z = 8.5 cm, Prad rapidly increases and peaks at ∆Z = 6.8

cm, indicating the location of the XPR core. As Prad increases from the edge to the core of the XPR, the

following three conditions are observed:

• TX gets below 20 eV for the impurities to start to strongly radiate.

• nimp increases towards the XPR core.

• XA also increases rapidly towards the XPR core, meaning the D neutral particles 11 can travel from

the PFR into the XPR core without being ionized since the ionization front is at the upper edge of the

XPR, as shown in figure 4.13 (a).

In chapter 5, the same vertical profile analysis is used to help understand the mechanism behind a strongly
11XA ∝ nD,neutral from equation (2.11).
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4 Simulation Results: Towards a Stationary XPR Solution

developing XPR and a retreating XPR. By comparing these two cases with the reference case, the aim is to

find out the direct and indirect effects from the nitrogen seeding to the XPR solution.

34



5 Other XPR Simulation: Control and Stability

In this chapter, the two alternative XPR simulations in phase 4 are analyzed. The nitrogen seeding rates ΓN2

in the two cases comparing to the reference case are indicated in figure 5.1. The high seeding case, where

ΓN2 is further increased to 1.54 × 1022 e−/s, shows an upward vertical movement of the XPR and eventually

characteristics of a MARFE towards the end of the simulation. The retreating case, where nitrogen seeding

gets completely turned off and the nitrogen content in the computational domain gradually decreases, shows

an downward movement and eventually the loss of the XPR.

Figure 5.1: Time evolution of deuterium fueling rate (green) and nitrogen seeding rate in the high seeding

case (blue), the reference case (orange) and the retreating case (red).

5.1 The High Seeding Case

In figure 5.2, Prad,tot, Pcx and Pion are plotted over time in the high seeding case before the simulation

ends due to numerical issues, with the four vertical lines indicating the four time points chosen to study the

development of the XPR:

• 50.2 ms serves as a reference.

• At 57.9 ms, the XPR starts to develop vertically upwards.

• At 61.4 ms, the total radiative fraction frad reaches 60 %. Temperature in the XPR core starts to

further decrease and volumetric recombination is enhanced locally. The cold XPR core starts to

develop into a MARFE.

• At 64.1 ms, a MARFE scenario is achieved.
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5 Other XPR Simulation: Control and Stability

Figure 5.2: Time evolution of different power losses in the high seeding case: impurity line radiation (blue),

charge exchange (green) and ionization (magenta). Prad,tot in the reference case is added in

black for comparison. The four vertical lines indicate the time points for analysis.

Figure 5.3: 2D plots of Prad at the four time points, with the flux surface (Ψnorm = 0.984) marked.

Figure 5.3 shows the poloidal cross section of Prad at the four time points. At the downstream, the XPR

develops from below the flux surface (Ψnorm = 0.984) to slightly above it. The same development can

be seen more pronounced at the upstream on the HFS. This is again due to the poloidal E × B drift that

transports the impurities towards the IMP. However, it should be noted that the XPR is experimentally

observed to be poloidally localized [31]. Moreover, MHD activities also play a role in the impurity transport.

Therefore, the transition to 3D simulations to include MHD activities might be necessary to model the

vertical development of the XPR without the strong poloidal extension. In this section, the analysis is done

on the vertical profiles directly above the x-point, and the poloidal extension is not further discussed.

Figure 5.4 shows the vertical profiles of Prad and TX above the x-point plotted at the four time points

mentioned above. At 50.2 ms, the profiles are identical to the reference case, with Prad peaking at ∆Z =

6.8 cm and ∆Z = 8.4 cm indicating the upper bound (TX = 20 eV) of strong impurity radiation. At 57.9

ms and 61.4 ms, it is observed that the peak of Prad moves vertically upwards (to ∆Z = 7.4 cm and then

∆Z = 8.0 cm), and Prad also peaks at higher values. Additionally, in contrast to the reference case, the
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5 Other XPR Simulation: Control and Stability

highly radiative region extends slightly beyond the vertical position of TX = 20 eV, indicating that there is

an increase of nimp at the upper edge of the XPR 1. At 64.1 ms, the peak of Prad further develops to ∆Z =

8.7 cm, and the temperature in the XPR core drastically decreases to ≈ 0.03 eV, with which a MARFE can

be formed.

(a) (b)

Figure 5.4: Vertical profiles of (a) Prad and (b) TX above the x-point in the high seeding case, with the

vertical lines marking the vertical position where TX = 20 eV at the four time points.

(a) (b)

Figure 5.5: Vertical profiles of (a) nimp and (b) XA above the x-point in the high seeding case at the same

time points.

1Prad ∝ cimp ∝ nimp from equation (2.8).
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(a) (b)

Figure 5.6: Vertical profiles of (a) S+
ion at the same time points and (b) TX , Prad, nimp and XA plotted

together at 61.4 ms, before the MARFE formation, with the vertical position of TX = 20 eV

(Ψnorm = 0.984) and the peak of Prad marked in black and blue, respectively.

In figure 5.5, nimp and XA are plotted to examine the effects of impurities and deuterium neutrals on the

dynamics of the XPR moving vertically upwards. Regarding nimp, the impurities accumulate in the XPR

core due to the increase of the seeding rate. The increase of nimp then extends from the XPR core to the

edge of the XPR, which leads to the increase of Prad at the upper bound of the XPR, where the deuterium

ionization front is located. With the highly radiative region overlapping more with the ionization front, Prad

takes over as the main power loss mechanism, further reducing TX at the upper bound of the XPR. Then, as

shown in figure 5.6 (a), the ionization front is pushed further into the plasma core, and the deuterium neutral

particles can travel beyond the previous upper bound of the XPR until reaching the new ionization front. The

increase of deuterium neutral density then leads to increasing XA at the previous upper bound, indicating

that the XPR has extended vertically upwards. In figure 5.6 (b), TX , Prad, nimp and XA are plotted together

at 61.4 ms, before the XPR core drastically cools down. Comparing to the reference case from figure 4.14,

the major differences are the increased Prad and nimp at the upper bound of the XPR. This suggests a direct

relation between ΓN2 and the XPR vertical position, as one expects from the experimental results [2].

To sum up, the process of a XPR moving upwards can be summarized into a sequence of the following

effects:

• Increase of nimp from the XPR core to the upper bound leads to an overlapping of the highly radiative

region over the ionization front.

• Ionization front develops further into the plasma core, and the previous upper bound further cools

down.

• D neutrals density increases at the previous upper bound, local XA increases.

• A new XPR solution with higher vertical position of the XPR core and the upper bound is reached.

To discuss on the last time point (64.1 ms), where the XPR core drastically cools down, the vertical profiles
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of the volumetric recombination rate S−
rec and the MARFE occurrence parameter MA are plotted in figure

5.7. Below the peak of Prad, the drastic decrease of TX leads to locally a strong peaking of S−
rec and MA.

The increase of these two quantities indicate that the cold XPR core has developed into a MARFE.

(a) (b)

Figure 5.7: Vertical profiles of (a) S−
rec and (b) MA at the same time points.

Additionally, figure 5.8 shows that a region with strong recombination already appears upstream on the

HFS before downstream. This is due to the same poloidal E × B drifts that transports deuterium ions and

impurities poloidally towards the IMP.

Figure 5.8: 2D plots of S−
rec at the same time points, with the flux surface (Ψnorm = 0.984) marked.

5.2 The Retreating Case

In figure 5.9, Prad,tot, Pcx and Pion are plotted over time in the retreating case, with the four vertical lines

indicating the four time points chosen to study the development of the XPR:

• 50.2 ms serves as a reference.

• At 75.0 ms, the XPR starts to develop vertically downwards.

• At 83.9 ms, the XPR start to move outside of the confined region and enter the SOL.

• At 91.4 ms, the XPR is lost.
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Figure 5.9: Time evolution of different power losses in the retreating case: impurity line radiation (blue),

charge exchange (green) and ionization (magenta). Prad,tot in the reference case is added in

black for comparison. The four vertical lines indicate the time points for analysis.

In figure 5.10, the vertical profiles of Prad and TX are plotted at the four time points. At 50.2 ms, the profiles

are identical to the reference case, with Prad peaking at ∆Z = 6.8 cm and ∆Z = 8.4 cm indicating the

upper bound (TX = 20 eV) of strong impurity radiation. At 75 ms and 83.9 ms, it is observed that the peak

of Prad moves vertically downwards (to ∆Z = 6.2 cm and ∆Z = 4.9 cm) and Prad peaks at lower values.

As Prad gets weaker, the XPR volume starts to heat up, indicating that Prad is not high enough to maintain

the power balance. At 91.4 ms, Prad weakly peaks at ∆Z = 2.6 cm and ∆Z = 10.9 cm, and TX no longer

gets lower than TX = 20 eV above the x-point, indicating a loss of the XPR solution. In this section, the

first three time points are used to study the dynamics of a retreating XPR. Afterwards, the transition between

83.9 ms and 91.4 ms is further analyzed to study the loss of the XPR.

(a) (b)

Figure 5.10: Vertical profiles of (a) Prad and (b) TX in the retreating case, with the vertical lines marking

the vertical position where TX = 20 eV at the first three time points.
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(a) (b)

Figure 5.11: Vertical profiles of (a) nimp and (b) XA in the retreating case at the same time points.

In figure 5.11, nimp and XA are plotted to examine the effects of impurities and deuterium neutrals on the

dynamics of the XPR moving vertically downwards. Regarding nimp, the impurities originally concentrate

in the XPR core, with some particles transported further into the plasma core due to the poloidal E × B

drifts from the electric potential hill above the XPR, as previously shown in figure 4.12 (b). After nitrogen

seeding is turned off, nimp is reduced in the XPR core by one order of magnitude, weakening Prad in the

power balance. This leads to XA gradually decreasing in the XPR volume. At 91.4 ms, the XPR is lost

despite nimp is not further reduced above the x-point. While the XPR develops downwards, the reduction

of XA indicates a gradual depletion of D neutral particles from ionization.

(a) (b)

Figure 5.12: Vertical profiles of (a) S+
ion at the same time points and (b) TX , Prad, nimp and XA plotted

together at 83.9 ms, with the upper bound of XPR (Ψnorm = 0.991) and the peak of Prad

marked in black and blue, respectively.

Figure 5.12 (a) shows that as Prad weakens, S+
ion starts to peak in the XPR core. The power balance is

then maintained by ionizing the deuterium neutrals, and the ionization front moves from the upper bound to

the core of the XPR. After all the neutrals are consumed and deuterium ionization is out of the picture, the
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XPR is lost. In figure 5.12 (b), TX , Prad, nimp and XA are put together at 83.9 ms, before the loss of the

XPR. Comparing to the reference case from figure 4.14, the major differences are the lower values of Prad

and nimp in the XPR core. Additionally, it is observed that XA is reduced at the upper bound of the XPR,

meaning that less neutrals can reach there and maintain neutral. Eventually, with the lack of power losses,

the upper bound of the XPR starts to heat up, leading to the cold XPR core developing downwards.

To examine the process of losing the XPR, figure 5.13 shows the poloidal cross-sections of Prad, nimp,

electric potential Φ and S+
ion plotted at 83.9 ms, 91.4 ms and two more time points in between. The four

time points show different stages of losing the XPR.

At 83.9 ms, there are two highly radiative regions. One extends poloidally towards the IMP and the other

towards the OMP, with the one on the HFS extends further upstream. The two highly radiative regions also

correspond to where the impurities are concentrated. Additionally, the potential well in the XPR core and

the thin potential hill above the XPR are still present. The ionization front also moves into the XPR core,

depleting the deuterium neutral density.

At 87.1 ms, the highly radiative region on the LFS has crossed the separatrix and entered the SOL, meaning

the XPR is partially lost. With the loss of high impurity density on the LFS in the confined region, the

potential well also disappears locally, leaving the potential well only present on the HFS.

At 89.6 ms, the same turn of events happens on the HFS, leaving the highly radiative and ionizing region

only slightly above the x-point. This indicates that the XPR is soon to be completely lost. With the loss

of high impurity density on the HFS in the confined region, the potential well is no longer present in the

confined region and has moved into the HFS SOL.

At 91.4 ms, with the ionization front and the highly radiative region being completely outside the confined

region, the XPR has been lost, and the impurities concentrate on the HFS, in the SOL and PFR. Additionally,

nimp in the confined region is not further reduced after the XPR is lost, but forming an XPR again is no

longer possible because of the absence of deuterium neutrals there.

To sum up, the process of a XPR moving downwards and eventually being lost can be summarized into a

sequence of the following effects:

• Reduction of nimp leads to a reduction of Prad in the XPR core.

• Ionization rate of deuterium neutrals increases in the XPR core to maintain the power balance.

• Less neutrals can reach the upper edge of the XPR, local XA decreases and the XPR starts to retreat.

• Upon consuming all the neutrals in the gradually lowering XPR core, power balance cannot be main-

tained and the XPR is lost without further reducing the local nimp.
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(a)

(b)

(c)

(d)

Figure 5.13: 2D plots of (a) Prad, (b) nimp, (c) Φ and (d) S+
ion at four time points between before (83.9 ms)

and after (91.4 ms) the loss of the XPR, with the flux surface (Ψnorm = 0.991) marked as the

upper bound of the XPR at 83.9 ms.
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6 Conclusion & Outlook

This thesis aimed to investigate the formation and properties of the X-point radiator (XPR) as a potential

solution to the power exhaust problem in future tokamak reactors [2]. Throughout the thesis project, ax-

isymmetric (2D) simulations were conducted, using a hybrid fluid-kinetic model [21] of the JOREK code

[17] in which both the neutral particles and impurities are described by a full-f kinetic model coupled to

the background plasma treated as fluid. It was shown that the model is able to capture XPR formation.

Additionally, two phenomena were observed and analyzed. One was the formation of the high-field-side

high-density (HFSHD) [13] due to the effect of kinetic neutrals, and the loss of it after the XPR formed.

The other was complete detachment during the XPR formation, meaning that the heat flux onto the divertor

target was strongly reduced [30] and showing that the XPR regime is inherently a detached regime. After

the XPR formation, the XPR was successfully kept quasi-stationary with specific conditions of nitrogen

seeding rate and deuterium fueling rate. Lastly, using the quasi-stationary XPR solution as a reference, the

simulation was also continued with modified settings for the impurity seeding to investigate the dynamic

response of the XPR. These correspond to the "high seeding case" with an increased nitrogen seeding rate

ΓN2 and the "retreating case" with nitrogen seeding being turned off.

In the reference case, the XPR core and the upper edge of the XPR were analyzed. The XPR core located at

the peak of the impurity line radiation Prad, where the local electron temperature TX around 1 eV and a high

nitrogen number density nimp were observed. On the other hand, the upper edge of the XPR corresponded

to a temperature of about 20 eV and marked the separation between high and low Prad. Below this upper

edge, the XPR access parameter XA and nimp rapidly increased. Additionally, the ionization front appeared

to be at the upper edge, whilst volumetric recombination took place in the XPR core. Furthermore, the

simulation showed an electric potential well in the XPR core and a thin potential hill above the XPR, and

the resulting E ×B transport lead to a stronger poloidal extension of the XPR core towards the IMP.

In the high seeding case, the upwards vertical development of the XPR and the MARFE formation were an-

alyzed. As the XPR developed upwards, the following pattern was observed: high-density of the impurities

extended towards the upper edge of the XPR 7→ radiation peak moved upwards and further cooled down

the ionization front 7→ ionization front moved upwards 7→ a new XPR solution with larger vertical distance

from the x-point to the radiation peak. Upon further increase of nimp in the XPR, the XPR developed into a

MARFE. In the MARFE scenario, the XPR core cooled down to around 0.03 eV, leading to an increase of

recombination rate and the MARFE occurence parameter MA locally.

In the retreating case, the downwards vertical development and the loss of the XPR were analyzed. As
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the XPR developed downwards, the following pattern was observed: nimp decreased in the XPR core 7→
radiation peak moved downwards and its intensity decreased 7→ ionization rate of deuterium neutral particles

increased in the XPR core to maintain the power balance 7→ ionization front moved below the radiation peak

7→ decrease of neutral deuterium density nD,neutral lead to a local reduction of XA 7→ a new XPR solution

with smaller vertical distance from the x-point to the radiation peak. Eventually, as the neutral deuterium

content in the XPR core was depleted from ionization, the XPR was lost although nimp was not further

decreased. Additionally, the loss of the electric potential well appeared to follow the decrease of nimp.

In conclusion, this thesis work demonstrated the first axisymmetric JOREK XPR simulation that could be

kept quasi-stationary. Additionally, the XPR solution could be varied by changing ΓN2 , and the development

of the XPR was analyzed through time. Towards the end, the simulation with increased ΓN2 showed a

MARFE formation, and the one with decreased ΓN2 showed a loss of the XPR. For future work, these

simulations provide a solid baseline for further developments as follows:

• Including additional physics processes such as neoclassical transport for impurities to capture impu-

rity transport more accurately.

• Improving the setup for one-to-one experiment comparisons. This includes accurate setup of diffu-

sivities and sources in order to match outer midplane profiles with experimental measurement.

• Studying the pressure balance in the evolution from XPR to MARFE, including all contributions from

background plasma, kinetic neutrals, kinetic impurities and plasma flows.

• Transitioning to 3D simulations, for studying the mutual interaction between MHD instabilities and

the atomic physics phenomena. This includes investigating the XPR dynamics across an ELM cycle,

the suppression of ELMs by the XPR, and the MHD activity arising in the MARFE scenario. In this

respect, also the effect of MHD activities on impurity transport is an important subject.
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Acronyms

AUG ASDEX Upgrade

CX Charge exchange

ECRH Electron cyclotron resonance heating

ELM Edge localized mode

FW First wall

HFS High-field-side

HFSHD High-field-side high-density

IMP Inboard midplane

IT Inner divertor

LFS Low-field-side

LOS Line of sight

MARFE Multifaceted asymmetric radiation from the edge

MCF Magnetic confinement fusion

MHD Magnetohydrodynamics

NBI Neutral beam injection

OMP Outboard midplane

OT Outer divertor

PFC Plasma facing component

PFR Private flux region
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Acronyms

RMP Resonant magnetic perturbations

SN Single null

SOL Scrape-off-layer

SOLPS Scrape-off layer plasma simulation

XPR X-point radiator
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